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ABSTRACT

Recent statistical analyses of wide binaries have revealed a boost in gravitational acceleration with
respect to the prediction by Newtonian gravity at low internal accelerations < 1072 ms=2. This
phenomenon is important because it does not permit the dark matter interpretation, unlike galaxy
rotation curves. We extend previous analyses by increasing the maximum sky-projected separation
from 30 to 50 kilo astronomical units (kau). We show that the so-called “perspective effects” are not
negligible at this extended separation and, thus, incorporate it in our analysis. With wide binaries

selected with very stringent criteria, we find that the gravitational acceleration boost factor, v, =

Jobs/ N, 1S 1.61f8:‘3; (from dobs—newt = (logyg ’)’g)/\@ = 0.147 £ 0.062) at Newtonian accelerations

gn = 107119 ms=2, corresponding to separations of tens of kau for solar-mass binaries. At Newtonian
accelerations gy = 107193 ms™2, we find Vg = 1.26f8&% (Oobs—newt = 0.072 +0.027). For all binaries
with gn < 1071% m s~2 from our sample, we find Vg = 1.321‘8:%? (Oobs—newt = 0.085 + 0.027). These
results are consistent with the generic prediction of MOND-type modified gravity, although the current
data are not sufficient to pin down the low-acceleration limiting behavior. Finally, we emphasize that
the observed deviation from Newtonian gravity cannot be explained by the perspective effects or any
separation-dependent eccentricity variation which we take into account.

Keywords: Binary stars (154) — Gravitation (661) — Modified Newtonian dynamics (1069) — Non-

standard theories of gravity (1118) — Wide binary stars (1801)

1. INTRODUCTION

In 1983, Milgrom proposed Modified Newtonian Dy-
namics (MOND, M. Milgrom 1983) as an alternative
path to the dark matter problem. For MOND reviews,
the reader is referred to R. H. Sanders & S. S. McGaugh
(2002), B. Famaey & S. S. McGaugh (2012), and I
Banik & H. Zhao (2022). MOND posits an accelera-
tion scale ag (=~ 1.2 x 1071Y ms~2) as a new physical
constant that marks the scale where standard gravity
breaks down. This basic tenet of MOND can be most
directly tested by wide binaries because any hypothet-
ical dark matter cannot play any role in their internal
dynamics (X. Hernandez et al. 2012). When the two
stars of a binary are separated by more than several
kau, their mutual internal acceleration gets < ag and,
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according to MOND, the norm of the relative velocity
between the pair must be greater than the Newtonian
expectation. On the other hand, dark matter can hardly
change the relative velocity, given that its hypothetical
total mass within a wide binary orbit is smaller than
the wide binary mass by more than four orders of mag-
nitude. Thus, if wide binary orbit anomalies are experi-
mentally proven, it means a falsification of the assump-
tion of standard gravity behind dark matter.

By analyzing wide binaries from the Gaia data re-
lease (DR) 3 database ( Gaia Collaboration et al. 2023),
Chae (K.-H. Chae 2023, 2024a,b, 2025) and Hernandez
et al. (X. Hernandez 2023; X. Hernandez et al. 2024;
X. Hernandez & P. Kroupa 2025) independently con-
cluded that gravitational acceleration is boosted by a
factor of 7, ~ 1.4 — 1.5 at Newton-predicted gravita-
tional acceleration gy < 107%% ms~2 in agreement with
the generic predictions of Lagrangian theories of non-
relativistic MOND gravity such as AQUAL (J. Beken-
stein & M. Milgrom 1984) and QUMOND (M. Mil-
grom 2010) and relativistic MOND gravity (see e.g., T.
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Mistele 2024). These theories break the strong equiv-
alence principle (while keeping Galilei’s universality of
free fall), necessitating the external field effect (EFE).
According to such theories, wide binaries in the solar
neighborhood are subject to an EFE from the rather
strong external field ~ 1.8ag from the Milky Way and
are consequently expected to obey a rather mild gravity
boost of ~ 1.4.

However, based on the currently available data, there
are two major observational limitations in using wide
binaries to check whether they deviate from Newtonian
predictions. First, Newtonian gravity predicts an ellip-
tical orbit for a bound binary system, and a significant
segment of the orbit is ideally needed to determine the
orbital shape, but the DR3 time span is 34 months, while
the orbital periods of typical wide binaries are on the or-
der of hundreds of thousands of years. Second, even from
the “snapshot” observations of wide binaries, not all of
the six components of the relative displacement and rel-
ative velocity between the pair are accurately measured.
In general, the line-of-sight separation is essentially un-
known or ill-determined (as the distance errors are usu-
ally much larger than the relatively small orbital sizes
although they are “wide” binaries), and radial veloci-
ties of the stars, in general, have large uncertainties (or
are not available at all) from the Gaia DR3. Therefore,
most studies used statistical methods based only on the
2D relative position and the 2D relative velocity pro-
jected on the sky plane, which are in general accurately
measured from Gaia observations (see Table 3 of K.-H.
Chae (2025) for a summary of statistical methods).

Recently, new approaches beyond statistical methods
relying only on 2D quantities have been proposed or
considered. K.-H. Chae (2025) considered a sample of
312 wide binaries selected from Gaia DR3 that have rel-
atively accurate radial velocities, while R. Saglia et al.
(2025) considered a smaller sample of 32 binaries (in-
cluding only several with internal acceleration < ag)
that have the HARPS radial velocities whose precision
is typically tens of ms™! (an order of magnitude more
precise than the currently available Gaia radial veloci-
ties). K.-H. Chae (2025) also employed a novel Bayesian
method to derive a probability distribution of the grav-
ity boost factor. As regards these new developments,
R. Saglia et al. (2025) is limited by the small sample
size while K.-H. Chae (2025) is limited by the relatively
larger uncertainties of radial velocities, and both are lim-
ited by insufficiently precise distances. However, these
approaches will become more and more fruitful as more
and more sufficiently precise radial velocities become
available in the future.

Regardless of methods to probe gravity, wide bi-
naries with extremely large separations have not yet
been analyzed properly, although they are potentially
of great importance because they can be used to probe
the low-acceleration limiting behavior of gravity. Use
of extremely wide binaries involves additional difficul-

ties. First, it is more difficult to find truly isolated
and gravitationally-bound wide binaries as the separa-
tion gets larger. Thus, extreme care is needed to select
those binaries. Second, the relative velocity between the
pair gets smaller at larger separation, and thus greater
measurement precision is required. Finally, the so-called
“perspective effects” (E. Shaya & R. Olling 2011) are
important and have to be taken into account. When
measuring the relative velocity, measured velocities can
simply be subtracted from each other for binaries with
small separations, as their relative positions can be re-
garded as being placed on a flat surface due to the neg-
ligible curvature of the celestial sphere. However, this
is not the case for those with large separations, espe-
cially if the barycenter of the binary system has a large
velocity relative to the Sun.

In this study, we select wide binaries with separations
up to 50 kau to probe gravity in the low-acceleration
limit. The limit of 50 kau is significantly larger than
previous limits used in quantitative statistical analyses
of wide binaries. In previous studies, the nominal maxi-
mum limit was 30 kau (e.g., K.-H. Chae 2023), but most
wide binaries had separations smaller than about 20 kau.
As will be shown, the perspective effects are not negligi-
ble for our sample and are therefore taken into account.

The organization of this paper is as follows. In Sec-
tion 2, we describe our selection criteria for binaries. In
Section 3, we describe how we calculate the perspective
effects. In Section 4, we describe some scaling relations
in our sample. In Section 5, we present our Monte Carlo
(MC) simulation results. Discussions and conclusions
are given in Section 6. The newly defined wide sam-
ple will be made public at Zenodo. The codes used for
statistical analyses can be found at K.-H. Chae (2024c).

2. WIDE BINARIES SAMPLE

Our analysis is based on the comprehensive catalog of
wide binaries constructed by K. El-Badry et al. (2021)
from the Gaia DR3 database. This catalog is based on
astrometric and photometric quality cuts, and includes
pairs with projected separations from a few au up to 1
pc (2 x 10° au) and distances within 1 kpc from the
Sun. Importantly, K. El-Badry et al. (2021) empiri-
cally estimated the probability of chance alignment R
for each pair, providing a reasonable means to isolate
gravitationally bound binaries. Their catalog contains
approximately 1.3 million binaries with > 90% probabil-
ity of being gravitationally bound, and over 1.1 million
with a > 99% probability, making it the largest and
most reliable sample of wide binaries currently avail-
able. Bound binaries in this context are defined as pairs
whose kinematics and parallaxes are consistent, within
uncertainties, with being gravitationally bound.

To ensure high purity and minimize contamination
from chance alignments and problematic measurements
while keeping a non-negligible number of binaries with
extreme separations, we apply the following selection
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criteria in defining our working sample of wide bina-
ries. First, we select only pairs with R < 0.1. Sec-
ond, we require that both components are within 300
pc, which focuses our sample on nearby, well-measured
systems. These two criteria reduce the number of bi-
naries to 264,483. Third, we restrict the projected sep-
aration s to the range 0.2 kau < s < 50 kau to probe
the low-acceleration regime up to ~ 107! ms~2 while
having a broad dynamic range from the deep Newto-
nian regime. Finally, we require that both stars in a
binary have exceptionally precise proper motions (PMs)
and parallaxes with fractional measurement errors less
than 0.5%. This ensures that every star, regardless of
their membership, satisfies the same data qualities and
the same probability of contamination from, e.g., unseen
faint close companion stars or massive Jovian planets.
After all these selection criteria and quality cuts, our
final sample consists of 26,970 wide binaries with high
probability of being bound and exceptionally precise as-
trometric data, suitable for testing gravity theories at
separations up to 50 kau.

The K. El-Badry et al. (2021) sample selection process
removed observationally resolved multiples with their
own criteria, meaning that our above-selected sample
is also likely to be largely free from resolved multiples.
However, to further purify the sample, we implement
a stricter isolation criterion based on the local environ-
ment of each candidate binary. For each system, we first
counted the number of neighboring stars that satisfy the
following two conditions:

s’ < V/20s (1)

|d —da| <2y/03, + 05, +45 (2)

where s’ is the sky-projected separation from a given
star to the primary (A), and d is the distance to the
star. In practice, we selected only those binaries for
which exactly one star—namely the designated compan-
ion B—satisfies both criteria, in addition to the primary
A. If no additional star satisfies these criteria, the pair
(A and B) could be a chance alignment (so-called “line-
of-sight” contamination) rather than a true bound bi-
nary. Conversely, if a third star meets these conditions,
it could dynamically perturb the system and render Ke-
plerian orbital calculations unreliable. The factor /20
in Equation (1) is chosen such that any perturbation to
the gravitational force is less than about 5%.

The above added selection criteria of Equations (1)
and (2) have effectively removed any remaining chance
alignments and resolved multiples from the K. El-Badry
et al. (2021) sample. Also, the requirement of high pre-
cision for PMs and parallaxes of individual stars has
significantly reduced the probability that a star has un-
resolved kinematic contaminants such as low mass com-
panion stars or massive Jovian planets. Nevertheless,
there will certainly remain individual exceptions with

unresolved kinematic contaminants. To help further re-
move those contaminants and ensure other data quali-
ties such as stellar masses, we apply several additional
criteria, following K.-H. Chae (2023, 2024a):

e Both components must have Gaia ruwe values less

than 1.2.
e The following distance consistency condition is re-
quired:
lda — dp| < \/4(03A +02 )+ (65)2, (3)

e At least one component must have a measured ra-
dial velocity from the Gaia DR3 database.

e If both radial velocities are available, they must
satisfy the following consistency condition:

[ora = vl < \f4(02, , + 03, )+ (Ao )? ()

where

Mo
AP = 0.9419 km s7H/ /2 x 1.3x 1.3 (5)

r,orbi S

gives an upper limit for the physical relative radial
velocity allowed for a binary with projected sepa-
ration s. The first factor of 1.3 accounts for geo-
metric effects from orbital inclination and phase,
while the second accounts for a possible boost in
velocity due to gravitational anomalies.

e Both stars must have absolute G-band absolute
magnitudes between 3.8 and 13.4, and satisfy the
main-sequence color-magnitude criterion: Mg —
3.2(BP — RP) < 3.8 (Z. Penoyre et al. 2022).
These criteria, illustrated by the shaded regions in
Figure 1, ensure a clean main-sequence selection.

e Asin K.-H. Chae (2023), we account for dust ex-
tinction using a 3D dust map available only for
declinations above —28°; therefore, binaries lo-
cated below this declination are excluded, remov-
ing about 30% of the data.

e The impact of radial velocity uncertainty on the
relative PM (when considering the perspective ef-
fects) must be less than 5%. Details of this crite-
rion and its impact are discussed in Section 3.

In the above selection, we adopt that both stars have
fractional PM uncertainties less than 0.5%. To assess
the impact of astrometric precision, we consider an al-
ternative criterion for sample selection: the error of
the relative (sky-projected) 2D velocity is smaller than
50 ms~!. These two criteria produced largely overlap-
ping samples: the first yielded 8,095 binaries, the second
8,806, with 8,068 systems in common. For systems with
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Color-Magnitude Diagram for Wide Binaries
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Figure 1. Color-magnitude diagrams for the primary (component A, left panel) and secondary (component B, right panel)

stars in our wide binary sample. Each point represents a star, plotted in absolute G-band magnitude (M) versus Gaia color

(BP—RP). The shaded blue region denotes the selection window applied to ensure that both components are main-sequence stars
and to exclude evolved objects and outliers. The dashed red lines indicate the magnitude and color boundaries: 3.8 < Mg < 13.4
and Mg —3.2(BP—RP) < 3.8. Only binaries in which both components fall within the shaded region are retained for subsequent

analysis.

s > 30 kau, the first criterion selected 33 binaries and
the second 31, with 29 overlapping. This is because
most binaries already satisfy the second criterion. See
the inset panel of Figure 5.

3. PERSPECTIVE EFFECTS

Gaia recorded the PM of each star. A PM in the
projected 2D direction can be represented as follows.

im _ (-6 8
M_(ua,ué):< d ’ d >7 (6)

where a denotes the right ascension and § denotes the
declination. Then, the relative PM is given by

Afi = jia - fip. (7)

Multiplying this by the distance, we can obtain the rela-
tive velocity between the two components of the binary.
However, in obtaining the above expression, the key as-
sumption was that the directions of the coordinates &
and § are the same for both components of the binary, A
and B. This assumption is valid if the angular separation
between the two stars is negligible. For a large separa-
tion, which we consider in this study, this is no longer
the case. The consideration of such a large separation
in the calculation of the relative velocity is known as the
perspective effects (E. Shaya & R. Olling 2011). In this
work, we consider the perspective effects and confirm

that they are not negligible for the largest separations.
In the following, we outline our approach to account for
the perspective effects. In particular, we will see that
we do not need to consider the galactic coordinates as
in E. Shaya & R. Olling (2011). Instead, we can directly
work with the celestial coordinates.

Using the following notations for the angular separa-
tion and the distance separation

AaEaA—aB, A(sE(SA—(SB, AdEdA—dB, (8)

The consideration of the perspective effects changes the
relative PM in the first order in the separation as follows:

A/j — A/j + (A/’La(pers)a A/”’é(pers)% (9)
Ad Uy .
A,uoz(pers) - ,U/(xj + (E COSd — Us Sin 5) AO{, (10)

A/Lé(pers) = ﬂ&% + Ha sind Aa + %Aéa (11)

where pi, s are the system PM and v, = ¥ -7, the sys-
tem radial velocity. Therefore, apart from the term pro-
portional to Ad/d, i.e., the first terms in Equations (10)
and (11), the perspective effects are important when the
velocity of the system, i.e. binary as a whole, multiplied
by the angular separation (in radian) is not negligible
compared to the relative velocity between the two stars
in the binary.
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Figure 2. Summary of key error terms and the perspective effects for the wide binary sample, with each panel illustrating a

different aspect of the analysis. Top-left: Assessment of line-of-sight distance uncertainties in the context of the perspective
effects. The distribution of caq/s = 4 /UﬁA + 0(213 /s is shown; its large value (typically O(100)) makes it impossible to correctly

estimate the Ad/d term in the perspective effects because the true value of Ad is on the order of s. Our nominal choice is to
assume that the Ad/d term is zero. Bottom-left: Distribution of s/d, representing the expected distribution of v/2|Ad]/d.
Top-center: Distribution of the relative error in the relative PM due to radial velocity uncertainty (perspective effects).

The fractional error is generally small for most wide binaries. Bottom-center: Same as the top-center panel, but only for

systems with sky-projected separation s > 30 kau. In this regime, the impact of perspective effects becomes most significant.

Top-right: Distribution of In (vp(pers) /Vp(w/o pers)) for binaries with s < 30 kau, quantifying the typical change in projected
relative velocity due to the perspective effects at smaller separations. Bottom-right: Same as the top-right panel, but for

binaries with s > 30 kau. The perspective effects become significant only at the largest separations.

The radial velocity is also subject to the perspective
effects. In this study, we do not directly use the ra-
dial velocity, except to estimate the perspective effects.
Nevertheless, for completeness, we present the formula
for the change in the relative radial velocity due to the
perspective effects. For Av,. = v,.4 — v, we have

Av, = Av,. — d(jg cos 6 Aa+ pusAd). (12)

We note that the analytically calculated perspective ef-
fects given by Equations (10), (11), and (12) agree well
with direct numerical calculations with the algorithm
described in Appendix B of K.-H. Chae (2025).

In all these formulas for the perspective effects, every
symbol without A denotes the system value, the value
of the binary as a whole. For example,

a=(as+ap)/2, 6=(004a+05)/2, (13)

o = (Baa + HaB)/2,  ps = (tsa + pep)/2.  (14)

In other words, they are the average values of each
component. However, with respect to the system dis-
tance, it is more accurate to obtain it by its weighted
average considering the errors of the distances to both
components, as both distances have much larger er-
rors than their distance difference, the real value of

Ad (= da(real) — dg(real)). In other words, for the
observed values of d4 and dp, we use
_da/oj, +dp/o],

/o3, +1/07,
Similarly, as the errors of the radial velocities are much

larger than Awv, (= v,a(real) — v,.pg(real)), for the ob-
served values of v,.4 and v,g, we have

(15)

vTA/UgrA + UTB/UETB
1/02 +1/02

VUrA UrB

(16)

Uy =

In cases where the radial velocity of only one of the
two stars is available, we assume that the system radial
velocity is given by the radial velocity of the available
one.

In considering the perspective effects, our nominal
choice will be to ignore the term proportional to Ad/d
for the following reasons. The error in the observed value

of Ad given by
ond=1/05, + 075, (17)

is about two orders of magnitude greater than the true
value of Ad, which should be in the order of s, the sky-
projected separation. See the top-left panel of Figure 2
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for a histogram of oag4/s. Thus, considering the first
term would induce errors that would be much larger
than those without it. Lacking accurate values of Ad,
we could estimate the effect of the term proportional to
Ad/d using realistic MC generated values of Ad, but
it is not warranted in a statistical sense because Ad/d
can be positive or negative with equal probabilities, see
Appendix B of K.-H. Chae (2025).

In contrast to d, the error of v, is small enough for
it to be considered in the perspective effects. Before
imposing the last condition for our sample selection, we
had 8,847 binaries. Among those, only 14 binaries would
have more than 5% of the relative error of the relative
PM due to the error of v,., when the perspective effects
are considered. We remove these 14 data points. This is
the last condition for our sample selection. This crite-
rion does not significantly harm our analysis of binaries
with a large separation since the number of data points
with s > 30 kau is reduced from 37 to 35. In the middle
column of Figure 2, the distribution of the relative error
that the relative PM would have due to the error of v,
is drawn after the last condition is imposed.

In the right column of Figure 2, we plot the relative
change in relative velocity by the perspective effects.
In situations where the sky-projected separation s is
smaller than 30 kau, significant shifts in relative veloc-
ities are rare. On the other hand, substantial changes
occur frequently when the sky-projected separation s
exceeds 30 kau. This is expected because the angular
separation tends to be larger, and the relative velocity
gets smaller when the sky-projected separation is larger.
Note also that the histogram is slightly skewed to the
left, which decreases v, in the largest sky-projected sep-
aration.

In Figure 3, we plot the perspective effects as a func-
tion of three different variables. We consider s, vg(pers) /s
and s/rys, where )/ is the so-called MOND radius, de-
fined by

ry = GMtOt. (18)

Qo
This is the length scale where the MOND effect starts to
become important. Also, we considered vf)( pers) /s, be-

cause the gravitational acceleration is roughly this or-
der. The solid red lines represent the median in each
bin. The dashed red lines denote the 16th and 84th per-
centiles. We also indicate N, the number of binaries in
each bin. Then we add and subtract the standard devi-
ation divided by v/N to each solid red line to draw the
dashed blue lines. In all these graphs, we see that the
(approximately) true 2D relative velocity, corrected for
the perspective effects, is smaller than the uncorrected
value in a statistical sense. However, the perspective ef-
fects are not significant except for the last bin. In the
first graph, it is for s > 30 kau, in the second graph,
it is vﬁ(pers)/s < 107" ms™2, in the third graph it is
s/rar > 2. In the last bins, we see that the corrected
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Figure 3. perspective effects as a function of three variables:
s, vgers /s and s/ry. The dots represent vpers /v and the solid
red lines denote the median for each bin. For all three graphs,
the perspective effects are important only for the last bin.

2D relative velocities are, on average (more precisely, in
the median sense) several percent smaller than the un-
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Figure 4. Left: Scaling relation for vy = vp/v/ Mot and s. For larger separation, vy deviates more from the Newtonian

scaling relation vas o s71/2

. Right: Scaling relation for ¥ = v/v. and s/rar. For Newtonian gravity, ¢ is expected to remain

roughly constant if the dependence of eccentricity on s is not considered.

corrected ones, but not as much as 10%. In addition,
the graphs are skewed “downward.”

4. SCALING RELATIONS

Newtonian gravity predicts the scaling relation v =
v/ GMjiot/r for circular orbits, where v is the norm of
the relative 3D wvelocity and r is the separation be-
tween the pair. For realistic elliptical orbits viewed
at random orientations, we expect v, o< /Mo /s, €.,
v = Up /v Mo, s71/2in an average or median sense,
if we assume that eccentricity is nearly independent of
separation for the wide binary sample. Before carrying
out MC simulations with realistic eccentricities in the
following section, here we examine some scaling rela-
tions as a first-order analysis.

The left panel of Figure 4 exhibits the functional be-
havior of vys(s) both with and without the perspective
effects. We see the clear trend that the median veloc-
ity deviates gradually from the Newtonian prediction as
s gets larger. We also see that the perspective effects
are only significant at the last bin, the largest separa-
tion. This is clearly expected from the origin of the
perspective effects. Note also that the perspective ef-
fects decrease vys, which agrees with the results of the
last section.

The right panel of Figure 4 shows another scaling re-
lation. First, as is common in the literature, we define

o GMtot - Up
Ve = , U —.
S Ve

(19)

Then s/rp (where rps is given by Equation (18)) and
v are dimensionless. According to Newtonian gravity,
¥ should be roughly constant, independent of s/ry; (as
long as eccentricity is nearly independent of s). How-
ever, we clearly see that ¢ deviates from a flat line be-
yond about s/ry; = 0.3.

When eccentricity is taken into account in the analy-
sis, the gravitational acceleration boost would be slightly
more prominent than the increase of v would suggest,
considering that a larger separation tends to have a
higher eccentricity, which, given a fixed separation s,
slightly decreases the Newton-predicted velocity. In the
next section, we will consider this effect by performing
MC simulations.

Figure 5 further explores the scaling of v by varying
the requirement on the precision of v,. As the inset
shows, all v, for our sample already satisfy o,, < 50
ms~ !, which are quite good. However, we consider sub-
samples with higher precision as indicated by different
colors. We see that there is no tangible dependence on
increased precision, apart from the fact that fewer data
points increase statistical fluctuations.

5. MONTE CARLO SIMULATIONS

In this section, we perform MC simulations to esti-
mate the deviation from Newtonian gravity more ac-
curately by taking into account the dependence of ec-
centricity on the separation. In particular, we will use
two methods from K.-H. Chae (2023) and K.-H. Chae
(2024b) based on the public codes (K.-H. Chae 2024c).

The first method is an orthogonal deviation analy-
sis in an acceleration plane (K.-H. Chae 2023) (see also
Appendix A of K.-H. Chae (2024a) for a correction). In
this analysis, to be referred to as the “acceleration-plane
analysis”, the following variables are defined:

GMtot U2
r

gN = T2 ? g I (20)

where 7 and v refer to quantities in the 3D space. The
quantity gn is the benchmark Newtonian acceleration,
while g (referred to as “kinematic acceleration” by K.-
H. Chae (2023)) depends on the phase in the elliptical
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Figure 5. The main panel shows the relation between

vp/ve and log,(s/rar) for wide binaries, with running medi-
ans indicated for subsamples selected by different projected
velocity error (o,,) thresholds. The inset displays the his-
togram of 0,,. The scaling relation is robust to the oy,
selection, with only minor variations due to statistical fluc-
tuations.

orbit even for the Newtonian case. Because these quan-
tities are not directly available for the binaries analyzed
here, we de-project the observed 2D quantities s and
vp into the 3D space through the K.-H. Chae (2023)
MC method, considering all statistical possibilities of
parameters, including individual eccentricities from H.-
C. Hwang et al. (2022).

With MC-generated gy and g at hands, the following
are defined:

z =logiggn, Yy =logyyg, (21)

from which the orthogonal deviation is defined by the
following formula:

y—z
=222 (22)
which represents a logarithmic deviation from the New-
tonian circular prediction of a given model. Note that
A is calculated for both the observational data and
the Newtonian simulation data as A # 0 for Newto-
nian elliptical orbits. For each data point (z,y), K.-H.
Chae (2023) defines a variable g = z + (y — z)/2 so
that (xg,xo) corresponds to the orthogonal projection
of (z,y) onto the diagonal line. Then, bins of z( are de-
fined, and statistical properties of A | are calculated for
each bin. In particular, the binned medians (A )ops and
(A )newt are obtained for the observational and New-
tonian simulation data. Finally, the relative orthogonal
deviation, i.e., the difference between the two is defined
as
5obs—ncwt = <Al>obs - <AL>ncwt' (23)

The value and its uncertainty of dobs_newt are estimated
from a number of MC samples. Then, the gravity boost

factor, i.e. the ratio of the observational and Newton-
predicted kinematic accelerations, is derived by

Yg = gobs/gpred = 10\/5601357"6“”. (24)

In Figure 6, we present our results from the
acceleration-plane analysis. The left column represents
the result based on the nominal values of stellar masses
following K.-H. Chae (2023), while the right column
represents an alternative result based on Gaia FLAME
masses (see below). Unless stated otherwise, any quoted
values in the following are from the nominal result.

The upper panel shows the values of (A )pns and
(A1 )newt for seven bins of z( from 200 MC simulations.
Their difference, dobs—newt (Equation (23)), is shown in
the bottom panel as a function of xzy. In the figure,
fmuiti denotes the fraction of binaries that have hidden
(faint) star(s) not distinguished or resolved from the two
stars by the Gaia data (recall that all resolved multiple
systems have already been excluded from our sample).
Such hidden stars may have biased the observed rela-
tive velocity between the pair and the estimate of the
total mass based on their luminosities, and thus need
to be taken into account. Usually, fuusi(> 0) is tuned
to match the observed accelerations in the high accel-
eration range, where there should be no deviation from
Newtonian predictions.

For the present sample, the two highest acceleration
bins with xg > —8 satisfy dobs_newt =~ 0 with fiu = 0.
This means that in an average or median sense, our sam-
ple is pure, free of kinematic contaminants. This can be
understood from the fact that every binary in our sample
satisfies the highest data qualities (e.g., o, < 50 ms~1)
and stringent selection criteria such as ruwe < 1.2. This
will not mean that there are no individual exceptions
that evaded our selection criteria, but relatively few ex-
ceptions would not affect the median trend. We also
emphasize that every star from all our binaries satisfies
the same criteria with an equal probability, regardless
of their membership, meaning that the exceptional cases
would occur regardless of the binary separation and thus
cannot bias the median trend we see.

The purple line in Figure 6 is the AQUAL prediction,
as presented in Figure 1 of K.-H. Chae (2024a). We
find that the gravitational acceleration boost factor v,
(Equation (24)) is 1.611537 in the last bin, i.e., at gx ~
107""%m 572 and 1.267012 in the second to last bin,
ie., at gy ~ 1071%3m s72. The last bin represents the
lowest-acceleration bin probed to date, thanks to our in-
clusion of wide binaries with s > 30 kau. Unfortunately,
it returns a result with a relatively large uncertainty.
Nevertheless, it is intriguing to note that the boost fac-
tor 1.6170:37 is consistent with the AQUAL/QUMOND
prediction = 1.4 — 1.5. Although not shown in the fig-
ure, we find 1.327017 for gx < 107'%m s72 that en-
compasses the two bins. These boost factors are consis-
tent with previous estimates based on differently defined
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samples (e.g., K.-H. Chae 2023, 2024a,b, 2025; X. Her-
nandez et al. 2024; X. Hernandez & P. Kroupa 2025).

The alternative result shown in the right column of
Figure 6 is almost indistinguishable from the nominal re-
sult. This is not surprising as the nominal and FLAME
masses of stars (whenever the latter are available) agree
well with each other statistically as shown in Figure 7.
Although there is = 8% scatter for the ratio of the two
masses, the mean/median is close to 1.

As a second statistical method, we consider an anal-
ysis of the normalized 2D velocity o(= vp/v.) (Equa-
tion (19)) without a deprojection to the 3D space. This
method is considered in part because the parameter v
has been popular in the literature of wide binary stars
(e.g., I. Banik & H. Zhao 2018; C. Pittordis & W.
Sutherland 2018, 2019). We use the approach and code
presented in K.-H. Chae (2024b) that are similar in spirit
to those of the acceleration-plane analysis, except that
no deprojection is considered. In this approach, grav-
ity is probed by the statistical properties of ¥ in bins of
s/ry. These parameters serve as proxies for g and gy
(Equation (20): see Section 2.2 of K.-H. Chae (2024D)).
Parameters ¢ and s/ry are more directly accessible from
observations than g and gn, but the latter probe grav-
ity more directly and accurately. For the observed sam-
ple, many MC realizations of Newtonian gravity are pro-
duced, and the distributions of the binned medians from
the MC samples are compared with the observed medi-
ans. Each binary in a mock Newtonian sample has the
same projected separation s and the same total mass
Mo as the observed binary, but differs only in the pro-
jected velocity v,: the mock Newtonian binary has a
value of v, randomly realized with the observed prop-
erty of the binary assuming Newtonian gravity.

We present our simulation results in Figure 8. We
find that Newton-simulated © decreases mildly for our
sample as the separation (or more precisely, s/ra) gets
larger. In an ideal sample where the binaries in each bin
have statistically similar eccentricities and are free of
biases due to artificially imposed certain selection crite-
ria, Newton-predicted v is expected to be flat. However,
a real sample, apparently as in our case, can exhibit a
non-flat Newtonian behavior due to varied eccentricities
and/or sample selection criteria. Due to this possibility,
it is important to calculate the sample-specific Newto-
nian benchmark against which the observed v should be
compared. In other words, assuming that the Newto-
nian prediction is automatically flat without calculating
it specifically for one’s sample, he/she can have a wrong
conclusion about whether the observed v is deviating
from Newton and how much if so. This is because both
the observed and the Newtonian 9 will suffer from sim-
ilar effects due to varied eccentricities or artificial selec-
tion criteria (see, e.g., Figure 8 of K.-H. Chae (2024b)
for the latter).

We note that in the present case, for our sample, the
mild decline of the Newtonian prediction is due to the

increase of eccentricity for larger separation s. Even
though this tendency is mitigated when we change our
variable from s to s/ryy, its effect is still present. See
Figure 9 for the scaling of eccentricity with s/rp;. The
eccentricity medians for the first bin and the second bin
are 0.73 and 0.78, but the ones for the other bins are
0.81, 0.81, 0.81, 0.88. Regarding the other bins, the
means of the third, fourth, fifth, and sixth bins are 0.805,
0.816, 0.814, and 0.838, showing a more or less increas-
ing tendency. This agrees with the relatively sharp de-
cline of v in the first two bins, followed by only a mild
decline in the consecutive bins, and the relatively steep
decline again in the last bin. Thus, properly calculating
the Newtonian prediction of © for our sample by account-
ing for the dependence of eccentricity on separation not
only fails to explain the deviation from Newtonian grav-
ity, but actually exacerbates it. If the MOND effects in
wide binaries were false signals due to the eccentricity
dependence on separation, wide binaries with larger sep-
arations would have to have smaller eccentricities, but
the trend is the direct opposite.

We also see that AQUAL is strongly favored with
X2 = 1.3, while Newtonian gravity is strongly ruled out
with x2 = 12.0. Here we have obtained the x2 (i.e., re-
duced x?) values based on Equation (21) of K.-H. Chae
(2024D).

In Figure 10, we summarize our results from the two
methods by plotting values of v, (gravitational acceler-
ation boost factor) as a functions of Newtonian accel-
eration gy (Equation (20)). For the first method, 7,
is given by Equation (24). For the second method, we
estimate it by

Yg = ('Ijobs/'ancwt)Q, (25)

and gy is estimated by Equation (23) of K.-H. Chae
(2024b). We see that the two sets of results agree with
each other overall. The nominal error bars from the o
analysis are somewhat smaller, but this does not mean
that it is more accurate because it involves statistical
approximations in estimating both v, and gn, while the
acceleration-plane analysis takes into account all statis-
tical possibilities of the parameter space without approx-
imations. In particular, the acceleration-plane analysis
is known to reproduce well the flat Newtonian behav-
ior (see, e.g., K.-H. Chae (2024Db)) at high acceleration
gy 2 1078 ms™2 as is also evident from our results.
Nevertheless, the good overall agreement indicates that
the © analysis (based on the proper Newtonian predic-
tion) is appropriate at least as a first-order approxima-
tion.

The above results are based on the nominal sample
and the 2D velocities corrected for the perspective ef-
fects. In Appendix A, we perform the acceleration-plane
analysis of our nominal sample without considering the
perspective effects, so that the impact of the perspec-
tive effects on gravity inference can be seen directly.
We see that the perspective effects have a rather minor,
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Figure 6. Left: The observed acceleration and the Newtonian acceleration obtained by MC simulation, using the method of
the acceleration-plane analysis by K.-H. Chae (2023). See the main text for the explanation. Right: Same as left, but with

Gaia FLAME masses for 42.7% of stars. There is no tangible difference between the two figures.
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Figure 7. Left: Distribution of stellar masses obtained by the method of K.-H. Chae (2023) for the nominal sample used
in Figure 6. Right: Comparison between the Gaia FLAME masses and the (K.-H. Chae 2023) masses. They agree well on

average, but there is about 8% scatter.
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is excluded, while there is a good agreement with AQUAL.
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Figure 9. Eccentricity medians and means for the bins in
Figure 8. The trend in the rise of eccentricity with s/rm
explains the trend of decline in the Newtonian acceleration
in that figure.

though non-negligible, impact on gravity inference. In
Appendix B, we consider alternative samples with var-
ied ruwe limits of < 1.1 and < 1.3 instead of the nominal
limit < 1.2. We see that there are no significant changes
in the gravity inference.

2.0F & ortho-res data set -
v data set
1.8+ _
1.6- _
=)}
>1.4f i

Ty
1.0+ ) J

0.8

1 1
-11 -10 -9 -8 -7

log10 gn (M/s?)
Figure 10. Comparison of v, as a function of Newto-

nian acceleration gn, derived from the orthogonal residual in
the acceleration plane (blue circles) and ¥ (orange squares)
methods. The results from both approaches are in excellent
agreement across the full range of gn, demonstrating the ro-
bustness of the measurement technique.

6. DISCUSSION AND CONCLUSION

In this study, we have considered very widely (pro-
jected separation s > 30 kau) separated binaries as an
attempt to probe gravity at extremely low internal ac-
celeration < 107! ms~2 that is an order-of-magnitude
lower than the MOND critical acceleration ag. Because
gravitationally-bound isolated binaries are increasingly
rare and more difficult to identify as s gets larger, we
have searched the Gaia archive up to a distance of 300 pc
and a separation of 50 kau. This is chosen as a compro-
mise between the search volume size and the required
data qualities, as data qualities become increasingly
poorer as distance increases. Our search limit is larger
than in previous studies by Chae (K.-H. Chae 2023,
2024a,b) and Hernandez et al. (X. Hernandez 2023; X.
Hernandez et al. 2024) who considered only up to a dis-
tance of 200 pc and separation of 30 kau.

Although our sample is limited by the relatively small
number of isolated wide binaries with s > 30 kau, it
is a new sample including such wide binaries selected
with very stringent selection criteria so that kinematic
contaminants are minimized. We have explicitly cor-
rected the observed PMs for the perspective effects. We
then applied two statistical methods to probe the me-
dian trend in bins of acceleration or normalized sepa-
ration. Because our methods rely on the medians in
the bins, any small fraction of kinematic contaminants
would not matter for our study.

As regards any possible bias due to unremoved kine-
matic contaminants, we note two facts. First, every sin-
gle star from our sample satisfies the same data quali-
ties, such as parallax and PM fractional errors and Gaia
ruwe value, regardless of the property of the hosting bi-
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nary. Because kinematic contaminants such as hidden
close companion stars or massive Jovian planets occur
on a single-star basis, our uniform selection means that
all bins of binaries will suffer from similar probabilities
of contamination, and thus the median trend is not ex-
pected to be affected significantly by any small amounts
of hidden contaminants. Second, at highest-acceleration
or smallest-separation bins, the observed median accel-
erations automatically match the Newtonian predictions
without including any kinematic contaminants, indicat-
ing that exceptionally survived kinematically contami-
nated cases are rare overall.

Our new results based on the sample including very
wide binaries with the perspective effects, confirm the
previous finding that the observed gravitational accel-
eration is larger than the Newtonian prediction in low
accelerations. Thus, the low-acceleration gravitational
anomaly in wide binaries cannot be explained away by
the perspective effects. Eccentricity variation with sepa-
ration cannot remove the anomaly either. To see why, it
is helpful to consider the functional behavior of o(s/ry).
The observed trend from our sample, represented by the
red curve in Figure 8 increases with s/ry, while the
naive/default Newtonian prediction is flat. However, if
we take into account eccentricities in the bins to cor-
rectly calculate the Newtonian prediction of o(s/rm),
it actually declines mildly with s/ry as shown by the
blue curve. Thus, taking into account the dependence
of observationally-inferred eccentricity on separation in
our analysis increases the anomaly (compared with the
naive case without calculating the Newtonian predic-
tion), rather than decreasing it, let alone eliminating
it. In fact, the comparison between the observed curve

and the Newtonian curve restores the correct value of
74 obtained by the acceleration-plane analysis.

In the lowest-acceleration bin with gy < 1071 ms=2,
we find that gravitational boost is significant. While
the value of v, = 1.61703 (based on the acceleration-
plane analysis) from this bin alone is more than 20 away
from Newtonian gravity (v, = 1), it is well consistent
with v, ~ 1.4 predicted by classical Lagrangian models
(J. Bekenstein & M. Milgrom 1984; M. Milgrom 2010)
of MOND gravity. This agreement, however, should be
taken with a grain of salt because a proper comparison of
the wide binary data with those MOND models requires
more realistic numerical simulations than considered in
the literature (e.g., K.-H. Chae & M. Milgrom 2022).

Our study indicates that the probe of gravity in the
low-acceleration limit with s > 30 kau will be quite lim-
ited even in the future, when based only on conventional
statistical methods as considered here. This is because
the number of isolated wide binaries in the solar neigh-
borhood may not be sufficient to obtain a desired pre-
cision of 7,. This difficulty may be overcome by the
Bayesian 3D methodology (K.-H. Chae 2025) with ac-
curate measured radial velocities in the future, because
it can return a precise determination of v, even with
dozens of wide binaries once high-precision radial veloc-
ities become available.
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APPENDIX

A. ACCELERATION-PLANE ANALYSIS WITHOUT CONSIDERING THE PERSPECTIVE EFFECTS

In this appendix, we perform the acceleration-plane analysis for our nominal sample without considering the perspec-
tive effects, to compare it with Figure 6. We find that the two lowest acceleration bins have slightly higher accelerations
than the ones for which the perspective effects are taken into account. dops_newt is 0.160 for the lowest bin, but it is
0.147 with the perspective effects. For the second-lowest bin, it is 0.079 compared to the corrected value, 0.072. This
agrees with our earlier results that correctly taking into account the perspective effects slightly decreases the deviation
from Newtonian gravity, but only for very low accelerations, where the deviation is already large.
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Figure 11. Acceleration-plane analysis of our nominal sample without considering the perspective effects. Compared with
Figure 6, the two lowest acceleration bins have slightly higher dobs—newt values.
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B. RESULTS WITH VARIED RUWE LIMITS

In this appendix, we consider different ruwe limits for Figure 6, which is based on ruwe < 1.2. For fair comparisons,
we take fruiti = 0 for all cases. In Figure 12, we see that the case with ruwe < 1.1 is almost indistinguishable from
the nominal case with ruwe < 1.2. However, the case with ruwe < 1.3 hints at a minor tendency for the observed
acceleration to deviate from the Newtonian one at the highest acceleration bins. This may hint that some kinematically
contaminated systems have started to enter the sample. Note, however, that the deviation is not statistically significant.
Thus, our results based on ruwe < 1.2 are robust against some reasonable variation of the ruwe limit.
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Figure 12. Left: Same as Figure 6, but with ruwe < 1.1. Right: Same as Figure 6, but with ruwe < 1.3. These results with
variations of ruwe limit indicate that the nominal results are robust against the ruwe variation within the considered range.



